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Abstract-dn Data mining, we are getting data from the
cloud databases and the number of large size datasets will
be increased in the cloud. Hence, the user must clean the
dataset before using it. During the process of data cleaning,
duplicate detection is one phase. Now-a-days, the user
wants to process the larger datasets in less time which is
not possible in the existing system. There are a number of
methods to detect duplicates in the datasets traditionally,
but those are not time efficient and users cannot get
accurate data results. In the existing system, we have used
two methods, namely, 1) Progressive Sorted Neighborhood
Method (PSNM), 2) Progressive Blocking (PB) Method.
These two methods provide good quality in duplicate
detection, but those methods are not time efficient. To
overcome this disadvantage, in this paper we propose a
time efficient Parallel Processing Method. This method is
extended by the traditional Progressive Sorted
Neighborhood Method only. This parallel processing
method, detects the duplicate data faster than the existing
methods. In our experiments, we can observe the processing
time of the parallel method and normal me
Keywords—Data Mining, Dataset, Duplicate Detection,
Parallel Processing, Sorting Key.

l. INTRODUCTION
Databases play a major role in the latest IT bdiseahcial
system. Many industries depend upon the accuracy of
databases to carry out different operations. Fisrrgmson,
the standard of information saved within the dasakacan
have huge amount price implications to a procedvhieh
depends on expertise to operate and conduct tidale
processing must be done whenever the duplicatestndee
found from the dataset. Within the field of engirieg,
information mining takes its concepts from inforioat
Discovery(KDD). In the majority of the domains,
duplication is changing into a significant thre@s a result
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of this duplication, the information received is racand
therefore  memory limitation becomes demanding.
Therefore, the admin finds it troublesome to mantge
information sets. The people keep their portfolio
dynamically despite retailers provides several pobd
catalogs. In an error-free process with perfecthsye
information, the development of a comprehensivevvig

the data contains linking --in relational termsnijog-- 2 or
more tables on their key fields. Unluckily, dataualty
deficit a specified, international identifier thaill allow
such an operation. Moreover, the data are neitaefally
managed for quality nor defined in a uniform meaosss
distinct data sources. Therefore, knowledge quaity rule
understood by a way of many causes, together with
knowledge entry error (e.g., studet in the placstatlent),
missing integrity constraints (e.g., allowing eesri
comparable to Employee-Age=567), and a pair of
conventions for recording expertise to make thiwgsse in
independently managed databases, but the structure,
semantics as well as underlying expectations aloet
information may just differ as good. Revolutionary
duplicate detection recognizes most replica paimdyen

the detection approach. Instead of reducing theatiiéme
needed to terminate the complete process, revahjo
procedures may attempt to lessen the normal tiner af
which a duplicate is determined. Duplicate detect®the
method of settling on more than a few representatio
which are equal to real-world purpose in a knowtedg
source. The quality of replica detection, i.e., its
effectiveness, scalability cannot be unobservetiatsof the
gigantic measurement of the database. The duplicate
identification drawback has two features: First,renthan
one representation is no longer equal, but combine
differences, equivalent to misspellings, convettedtions,

or lost values. This makes it difficult to realizhese
duplicates. Second, duplication detection is a \aogtly
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operation, because it requires the comparison @h ea
feasible pair of duplicates using the traditionaimplex
similarity calculate. Progressive methods make this
exchange-off extra invaluable, as they deliver tieole
outcome in shorter quantities of time. The Revolairy
Sorted Nearby procedure takes smooth dataset aad fi
some replica files and Progressive Blocking takeydi
datasets and realize significant duplicate files tire
databases. And finally, in this paper we proposelfeh
Processing method and our work extends by thegagor
methods.

. RELATED WORK
Dong et al. performed reproduction detection witlhiire
PIM area by a way of using relationships to propaga
similarities from one duplicate classification tetyanother.
The important focus of their process is to develop
effectiveness with the aid of using relationshipscontrast,
we are aware of increasing effectively via using
relationships. Before describing our method in itlete
provide some definitions and show an illustratidnoar
technique. Mostly, in the real world, entities bawo or
more extra depictions in databases. Duplicate dscdo not
share a fashioned key and/or they incorporate lesthat
make a duplicate matching a complex challenge.rBgo
offered as the result of transcription error, inpbete
expertise, lack of usual formats, or any blend st
reasons. In this paper, we provide a thorough etialo of
the literature on duplicate report detection. Wevero
similarity metrics which can be used most of thedtito
notice similar area entries, and we proposed agnekite set
of duplicate detection algorithms that can notice
reproduction records in a database approximately.al§o
cover a couple of tactics for improving the orgatian and
scalability of inexact duplicate detection algomith We
conclude with the protection of existing tools amnidh a
quick dialogue of the significant open problems tire
discipline(S. Ramya and Palaninehru, 2015). Thélpro
that we learnt has been identified for more thae fjears
because of the file linkage or the file matchinghpem in
the records community. The purpose of document mragc
is to identify the records in the equal or uniquathases
that confer with the same real-world entity, evethé files
are identical.
The Pay-as-you-go method explores how we can magimi
the development of ER with a restricted amount ftdre
making use of “hints”, (S. E. Whang, D. Marmarosd a.
Garcia-Molina,2012) which presents expertise on
documents which are prone to point out to the sahject.
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A hint can be represented in one of a kind of desig.g., a
clustering of records based on their possibilitynaftching),
and ER can use this information as a guiding ppiecfor
which files to be evaluated first. The Pay-as-you-g
technique to entity resolution, is the place wheeeacquire
fractional results regularly” as a way to get th@mimum
outcome faster. An ER approach is very luxurious tu
very large data sets and compute-intensive report
comparisons.
2.1. Adaptive Approaches
Earlier work on replica detection focus on decregghe
overall runtime. Thereby, one of the important msgd
algorithms is already in a position of assessing high-
quality of assessment candidates. The algorithnesthis
information to prefer the assessment candidatesoceily.
For the equal rationale, other systems utilize tdap
windowing methods, which dynamically modify the
window measurement relying on the quantity of nmt t
long ago located duplicates. These adaptive adsliti
dynamically secure the efficiency of reproductiatettion,
but run for unique durations of time and may nokiméze
the affectivity for any given time slot.
2.1.1. The Drawbacks of Traditional M ethods

1) These adaptive approaches dynamically give a
boost to the organization of duplicate detectiaut, Unlike
our revolutionary procedures, they have to runuoique
durations of time and can't limit the affectivigrfany given
time slot.

2) Wants to method giant dataset in less time

3) Quality of dataset is very complex

I11.  FRAMEWORK

The main aim of this paper is to detect the dupictata in
the different types of large and small datasetalf@dly. In
this paper, we are detecting duplicates on CD datd®
detect duplicate data in the dataset, we folloveehmain
steps,

. Pair selection

. Pair wise comparison

. Clustering
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3.1. System Architecture
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Fig.1: System Architecture

In the above architecture, we take some dataseitsnatine
first step, we are partitioning our complete datase
Partitioning is nothing but if we give a partiticize=30
then it means that, we are keeping 30 records &ryev
partition. After partitioning the dataset, we carfprm the
sorting algorithm on the dataset. In that sortifigwill
compare the duplicates as a pair-wise comparisdter A
comparison, it will display the duplicate pairsus

3.2. Dataset Overview

In this paper, we are detecting the duplicates Drd@taset.
It contains 9763 records and these records artedeta the
music and audio CDs. This dataset contains somheof
attributes such as ID, artist, category, genrexitde and
year. From these attributes we can get some ditsbas
sorting keys by using the attribute concurrencyhoét For
example, if we select “artist” as a sorting keyrthé¢he
processing is done based on the artist relatedatdyaand
after completion of processing it display the dcate text
of the artist attribute from dataset.

3.2.1. Sorting Key

1) Need of Sorting Key

Importance of this sorting key is that generallg&adataset
contains lakhs and thousands of records. Every téading
the complete dataset and detect all the duplicatethe
dataset is not possible. Sometimes the user needstéct
the duplicate data and detect the duplicate couatt on
particular data. In this type of situations, we ch@esorting
key. Without sorting key it is difficult to sort ¢hdata from
dataset.

To sort the dataset, we are using magpie sortimghils
sorting we are selecting one sorting key. To sdleetbest
key for sorting we are using the attribute conaucye
method.

2) Sorting Key Selection

The best key for locating the duplicate is verydh&o
identify. Selecting good keys can increase the
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progressiveness. Here all the records are takerclaecked
as a parallel process so as to reduce the averaget®n
time. The records are kept in multiple resourcesdlevh
splitting. The intermediate duplication results arémated
immediately when found in any resources and conck i
most of the applications. Therefore the time corgion is
decreased. Resource consumption is same as thhae of
existing system but the information is kept in ript
resource memories.

3.3. Algorithms

3.3.1. Progressive Sorted Neighborhood M ethod(PSNM)
1: procedure PSNM(D, K, W, I, N)

2: pSize< calcPartitionSize(D)

3: pNum« [N/ (pSize — W + 1)]

4:array ordersize N as Integer

5: array recssize pSizeas Record

6: order— sortProgessive(D, K, I, pSize, pNum)

7:for currentl— 2to[W /1] do

8: for currentP— 1to pNumdo

9: recs— loadPartition(D, currentP)

10:for dist € range (currentl, I, Wjlo

11:for i < Oto |recs| — distlo

12: pair«— <recs]i], recs[i + dist]>

13:if compare(pairjhen

14: emit(pair)

15: lookAhead(pair)

3.3.2. Progressive Blocking (PB) Algorithm
:procedure PB(D, K, R, S,N)

: pSize— calcPartitionSize(D)

: bPerR— [pSize / S]

:bNum«— [N/ S]

: pNum<« [bNum / bPerP]

;array ordersize N as Integer

:array blockssize bPerPas <Integer, Record[]>
:priority queue bPairsas <Integer, Integer, Integer>
. bPairs— {<1,1,_>,... ,<bNum, bNum, >}

10: order— sortProgressive(D, K, S, bPerP, bPairs)
11:for i < OtopNum - 1do

12: pBPs— get(bPairs, i.bPerP, (i+1).bPairs)
13: blocks— loadBlocks(pBPs, S, order)

14: compare(blocks, pBPs, order)

15:while bPairs is not emptglo

16: pBPs— {}

17: bestBPs— takeBest([bPerP / 4], bPairs, R)
18:for bestBPe bestBPglo

19:if bestBP[1] — bestBP[0] < Ehen

20: pBPs— pBPsuU extend(bestBP)

21: blocks— loadBlocks(pBPs, S, order)

© 00O ~NO O WNLPE
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22: compare(blocks, pBPs, order)

23: bPairs— bPairsu pBPs

24: procedur e compare(blocks, pBPs, order)
25:for pBP € pBPsdo

26: <dPairs, cNum=— comp(pBP, blocks, order)
27: emit(dPairs)

28: pBP[2]— |dPairs| / cNum

3.4. Parallel Processing Method

Parallel processing means we execute the number of

processes at a time that means parallelly. Thisised by
using some of the concurrency methods. In thishoukt

first we are partition the dataset completely. Ehes

concurrency methods are used to execute all thiipas
of the dataset at a time so as to reduce the @zadimne of
the process. This proposed method selects thengdréy
from the dataset by using the attribute concurrenethod.
It also takes the window/block size to partitioe ttomplete
dataset. Basically, our proposed system is extemhgetthe

traditional Progressive Sorted Neighborhood Method

(PSNM) and Progressive Block (PB). For that reasen
have to give the window size as partition size.dglasn
these sorting key and window size, the parallecessing
method executes all the partitions of the datasdtialso
displays the parallel processing time of the prepos
method.

V. EXPERIMENTAL RESULTS

In our experiments, we are going to detect dupican the
CD-Dataset by using the Parallel Processing metfbe.
first step in our experiment is to upload the Cladat into
the system. After uploading the dataset, we mustcséhe
sorting key and the window/block size. This windblwtk

size is used to partition the complete dataset ianid

calculated by using this formula:

Partitions of Complete Dataset=Dataset Siz
(Window/block size)

By using this formula, the size of each partitioill Wwe
displayed and also it's duplicate size can be Jleimethe
system. And finally, the processing time of theoalifpms is
also displayed.

Here, we perform the traditional PSNM algorithmnas| as
traditional PB algorithm to verify the processinge of our
proposed Parallel Processing method.
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Fig. 2: Processing time of p&allel processing meth&;l

The above screen shows the processing time of ahe|€l
Processing method.

The below screen shows the comparison chart for the

normal processing time and parallel processing:time
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Fig. 3: Comparison chart for normal and parallel
processing time

From our experiments, we observe that our proposed

Parallel Processing method is a time efficient métho
detect duplicates.

V. CONCLUSION

Finally, we conclude that in this paper we propoadime
efficient and improved Parallel Processing methdde
proposed method is inspired by the traditional PSaind
PB algorithms. In our proposed method we get th#iclate
detection time, duplicate count and duplicate téxtthis
experiment we used CD-Dataset and from this dataset
detect the duplicate count and duplicate text withi
milliseconds of time. Eventually, we proved thatrou
proposed method is time efficient than the trad#io
algorithms.
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